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Safe Autonomy through Neuro-symbolic Al and Statistical Reasoning
Autonomous systems are increasingly relying on learning-based techniques for
perception, decision-making, and low-level control. An important aspect of such
systems is that they are safety-critical: any undesirable system behavior can
cause serious harm to human lives or property. Formal methods research has
long advocated the use of logic and automata as specifications, and the past
few decades have seen significant strides in algorithms for verification, testing,
and automated synthesis with formal specifications. The challenge is to adapt
such specification logics and verification algorithms to learning-enabled
components (LECs). In this talk, we will review some recent work on using logic
and learning-based techniques to provide guarantees in applications using LECs.
Specifically, we will discuss how we can use temporal logic specifications to
specify system-level properties, learn safe controllers for such systems, and
how we can leverage statistical and formal verification algorithms to provide
probabilistic guarantees.
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